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CONTROLLED STUDIES

OBJECTIVES 

After reading this chapter, you should be able to: 

 1. Design  a  controlled trial  to  produce  a  valid  and efficient  evaluation  of  an  intervention, 
paying special attention to: 

a. the statement of objectives of the trial
b. the definition of the study subjects 
c. the allocation of subjects to the interventions
d. the identification and definition of appropriate outcome variables 
e. ethical considerations in the design and implementation of the trial. 

 2. Conduct a controlled trial efficiently, while paying special attention to: 
a. masking as a procedure to reduce bias 
b. following all intervention groups adequately and equally 
c. developing and using appropriate data-collection methods and instruments 
d. proper assessment of the outcomes being measured 
e. correct analysis and interpretation of the results
f. clear and complete reporting of methods and results.

 3. Design  and  conduct  a  valid  controlled  trial  of  a  vaccine,  or  prophylactic,  against  an 
infectious agent.
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11.1 INTRODUCTION 

A randomised controlled trial (RCT) is a planned experiment carried out on subjects in their 
usual environment. Particular care must be taken in the design and execution of these studies 
because they involve people, and their size and scope make it very difficult to replicate them for 
the  purpose  of  validating  the  findings.  Despite  the  importance  of  RCTs,  “Overwhelming 
evidence shows the quality of reporting of RCTs is not optimal. Without transparent reporting, 
readers  cannot judge the reliability and validity of trial  findings nor extract  information for 
systematic  reviews.  Recent  methodological  analyses  indicate  that  inadequate  reporting  and 
design are associated with biased estimates of treatment effects”  (Ocana et  al,  2011).  Such 
systematic  error  is  damaging  to  RCTs,  which  are  considered  to  be  the  gold  standard  for 
evaluating interventions because of their ability to minimise or avoid bias (Moher et al, 2010; 
Schulz et al, 2010). However, as Boutron et al (2005) indicate, a single RCT is rarely sufficient 
to  answer  questions  about  complex  interventions.  Thus,  a  group  of  scientists  and  editors 
developed the Consolidated Standards of Reporting Trials (CONSORT) statement to improve 
the quality of reporting of RCTs. It was first published in 1996, updated in 2001 and again in 
2010 (see Section 11.12).  There is evidence that reporting (and design) has improved since 
these standards were published  (Kane et al, 2007; Moher et al, 2005); nonetheless, room for 
improvement  remains  (Berwanger et  al,  2009).  Rather  than  cite  the  recent  extensive 
publications which still find bias, errors, and inadequate reporting, we will assume that we can 
do better. To that end, we will use the main headings from CONSORT as our template in this 
chapter; the actual checklist is in Table 11.1 

RCTs are especially useful for the evaluation of interventions that can be easily manipulated, 
such as therapeutic or prophylactic products, diagnostic procedures,  and health programmes. 
Most trials are conducted to assess one specific intervention and, indeed, this is their forte. The 
outcome might include a specific health parameter (eg clinical disease), or a measure of quality 
of life or longevity. The study groups are formed by random assignment of the intervention(s) 
being evaluated and can be composed of individuals or groups. Lavori and Kelsey (2002) edited 
a comprehensive review of clinical trials; this provides an excellent overview of trial design, 
analysis and interpretation. A special issue of Statistics in Medicine (Vol 21, Issue 19, 2002) 
was devoted to a discussion of the design of long-term clinical trials. In the same year,  the 
editors of  The Lancet,  Schulz and Grimes,  wrote a series of articles on the design of RCTs 
(2002a; 2002b; 2002c; 2002d; 2002e).

The term clinical trial is often used synonymously for controlled trial. However, some authors 
restrict its use to trials of therapeutic products and/or trials carried out in a clinical setting. 
Similarly,  the  term  field  trial is  often  used  for  studies  which  are  carried  out  in  a  general 
population setting. We will use ‘randomised controlled trial’ to refer to all planned experiments 
designed to evaluate products or procedures in subjects outside the laboratory. Because RCTs 
can be used to investigate a wide range of products/programmes, we will refer to the factor 
being  investigated  (eg treatment)  as  the  intervention,  and  to  the  effect  of  interest  as  the 
outcome.  People  or  groups  participating  in  the  trial  will  be  referred  to  as  subjects  or 
participants. 

RCTs are by far  the best  way for  evaluating health  interventions  because they allow much 
better control of potential confounders than observational studies, as well as reducing bias due 
to  selection  and  misinformation  (...“the  randomised  controlled  trial  is  at  present  the 
unchallenged  source  of  the  highest  standard  of  evidence  used  to  guide  clinical  decision-
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making” (Lavori, P. and Kelsey, 2002).) In the absence of evidence as to the efficacy and safety 
of health products and procedures derived from controlled trials, clinicians would be left in the 
unenviable position of making decisions about their use based on extrapolation of data from 
studies carried out under artificial (laboratory)  conditions or based on their own limited and 
uncontrolled experience.  Having said this, the results of many trials have been criticised for 
being  “of limited relevance to answering questions about whether an intervention does work 
under usual circumstances” (Treweek and Zwarenstein, 2009; Zwarenstein et al, 2006). This 
issue has led others to describe how to design trials to investigate practical problems (Treweek 
et al, 2006) and to develop a specific ‘tool’ to help researchers prepare high-quality research 
proposals for clinical trials.

In order to encourage (or force) transparency regarding what clinical trials have been done and 
what  the original  design was,  “as of  2005, the International  Committee of Medical  Journal 
Editors  required  investigators  to  register  their  trials  prior  to  participant  enrolment  as  a 
precondition  for  publishing the trial’s  findings  in  member journals”  (Mathieu et  al,  2009). 
Unfortunately, many trials are not registered until late in their implementation, and often the 
reported  outcomes  do  not  match  the  registered  outcomes  indicating  considerable  selective 
reporting  (Ocana  and  Tannock,  2011).  There  is  an  International  Clinical  Trials  Registry 
Platform  (ICTRP)  operated  by  WHO.  However,  at  present,  registration  appears  to  be 
voluntary.

11.1.1 Phases of clinical research 

While controlled trials are valuable for assessing a wide range of factors affecting health, one of 
their most common uses is to evaluate pharmacological products (therapeutic and preventive). 
Consequently, a brief review of the phases of research used in the development and evaluation 
of these products is warranted. 

Before pharmaceuticals companies start clinical trials on a drug, they conduct extensive  pre-
clinical  studies.  These  involve  in  vitro (test  tube  or  cell  culture)  and  in  vivo (animal) 
experiments using wide-ranging doses of the study drug to obtain preliminary efficacy, toxicity, 
and pharmacokinetic information. Clinical pharmaceutical research can be divided into 4 or 5 
phases. 

Phase  0 A recent  designation  for  exploratory,  ‘first-in-human’ trials. These  studies, 
conducted with a few subjects (n<15) establish whether the drug or agent behaves in human 
subjects  as  was  expected  from  preclinical  studies.  Drug  dosages  are  typically 
subtherapeutic.
Phase I trials (sometimes referred to as formulation trials) are studies carried out in a small 
group  of  20–100  healthy  volunteers.  This  phase  is  designed  to  assess  the  safety  and 
pharmacodynamics of a drug. The subject who receives the drug is usually observed until 
several half-lives of the drug have passed. People are paid an inconvenience fee for their 
time spent in the volunteer centre.
Phase  II trials  are  the  first  evaluation  of  the  drug in  larger  groups  (100–300)  and  are 
designed to assess how well the drug works.  Some Phase II  trials are designed as case-
series, others as RCTs.  Ocana et al (2012) note that ‘synergy’ is often cited in Phase I and 
II  trials,  but  the  term  is  often  misused.  Lara  and  Redman  (2012) warn  against  over-
interpretation  of  Phase  II  data;  their  predictive  value  of  success  in  Phase  III  trials  is 
unknown or poor (at least in the area of cancer control).
Phase III trials are usually large-scale RCTs, but some are observational studies, designed 
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to determine the efficacy of a drug in a typical clinical population, to monitor side effects, 
and  to  compare  the  drug  with  other  available  treatments.  Phase  III  RCTs  are  often 
conducted in mutiple centres using large patient groups (300–3,000 or more depending upon 
the  disease/medical  condition  studied)  (see  http://www.accessdata.fda.gov/).  The 
comparison intervention usually is the current gold-standard treatment. Korn  et al (2012) 
discuss Phase II and III trials and recommend combining them into a randomised adaptive 
PhaseII/III  design. Pitrou  et al (2009) indicate that reporting of adverse effects was quite 
variable in the 133 reports of the RCTs they reviewed.
Phase IV trials/studies are non-mandatory post-registration trials designed to evaluate the 
most effective way of using a product and assessing its long-term safety.  These may be 
conducted as RCTs in settings different  from the Phase III trials, or are conducted using 
observational techniques. They provide the most reliable information about the efficacy of a 
product in the context of everyday real-world activities. The safety surveillance is designed 
to detect any rare or long-term adverse effects over a much larger patient population and 
longer time period than was possible during the Phase I–III clinical trials. 

11.1.2 Key design elements 

An important feature in the design of a controlled trial is the development of a detailed study 
protocol which covers all elements of the study design and execution. This ‘road map’ includes: 
stating the objectives,  defining the source population in which the study will be conducted, 
allocation  of  subjects,  specifying  the  intervention,  masking  (blinding),  follow-up  and 
compliance,  specifying  and  measuring  the  outcome,  analysis  of  trial  results,  and  ethical 
considerations.  These  aspects  of  the  trial  design  are  related  to  the  features  that  should  be 
reported when describing the results of a trial (see Table 11.1). Each of us should be aware of 
the common biases that can impact the design and reporting of trial results in order to minimise 
these (Gluud, 2006). 

11.2 BACKGROUND, OBJECTIVES, AND SUMMARY TRIAL DESIGN 

The objective(s) of the trial must be stated clearly and succinctly. The objective should describe 
the intervention being investigated,  the allocation design (factorial,  cross-over,  etc),  and the 
primary outcome(s) to be measured. In addition, the title of any RCT proposal should include 
the term (RCT or similar) to enhance  ‘searchability’ of pertinent research. As a general rule, 
each trial should have a limited number of objectives (see Example 11.1 for a straightforward 
trial  of  an  evaluation  of  a  prostate  cancer  screening  programme with  time to  diagnosis  of 
prostate cancer and time to death as the 2 outcomes of interest). Some trials might also include 
a small number of secondary outcomes. Increasing the number of objectives may unnecessarily 
complicate the protocol and might jeopardise compliance and other aspects of the trial. A trial 
with a very simple design might be able to include a much larger sample size within a given 
budget,  thus  enhancing  the power  of  the study.  Lancaster  et  al (2010) provide a  thorough 
description of the main elements of a RCT, especially those RCTs conducted in a primary care 
setting where the interventions can become quite complex and where cluster randomisation is 
common. Peduzzi  et al (2010) focus their discussion of clinical  trial design on comparative 
research. 

This chapter  will  focus  on controlled trials  that  contrast  2 groups,  the intervention and the 
comparison (sometimes referred to as 2-arm studies) (eg Example 11.2), although the principles 
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also apply to studies with more than 2 ‘arms’  (Freidlin et al, 2008). The latter may require a 
more complex design, and a larger sample size, although some efficiency in this area can be 
obtained through the use of factorial designs (see Section 11.7.2). The 2 groups might be a 
comparison of an intervention with a placebo, with no treatment, with the usual treatment, or 
with a different  dose of the same product.  The trial  can be active (concomitant  groups)  or 
historical  for  the  control  group.  An  introduction  to  the  design  of  these  trials  is  available 
(D’Agostino et  al,  2003).  Placebos  are  ideal  when  there  is  no  established  alternative 
intervention, and where possible,  a placebo should be used in preference to ‘no treatment’. 
Recent results in psychology have questioned our assessment of the  ‘placebo effect’ and its 
importance in medical research (Kirsch, 2009). Often, it is  unethical to include a placebo or no-
treatment group when a standard effective treatment is available. Furthermore, the decision as 
to whether to use a positive control (existing therapy) or negative control (placebo) might have 
profound effects on the subjects available for inclusion in a trial, as well as the results. As the 
‘comparison’  treatment  level  is  often the current  standard treatment,  a frequently used trial 
design  is  the  non-inferiority  trial—an  active  controlled  trial  to  investigate  whether  a  new 
intervention is at least not inferior to the existing best intervention (Laster et al, 2006; Siqueira 
et al, 2008). The main difference between an non-inferiority and the usual RCT design is that in 
the  non-inferiority  trial,  the  null  hypothesis  is  that  the  new  intervention  differs  from  the 
standard intervention by at most an amount (δ) that is not clinically important and in that sense 
it is not inferior. The challenge is to design a trial with sufficient power to reject the null if it is  
not true; a key issue in this is determining the appropriate value of δ.

11.3 PARTICIPANTS: THE STUDY GROUP 

When designing a trial, you  should be able to specify the target  population and the source 
population. The target population is the one to which you want the results of the trial to apply 
(see Chapter 2). It  is useful to state this explicitly as it  can help ensure that the results  are 
practical and applicable (Ahmad et al, 2009). The source population should be representative of 

Example 11.1 A randomised controlled trial of prostate cancer screening 

A total of 38340 men aged 55–74 years was randomly assigned to the intervention arm and 38345 men 
to the control (usual care) arm at 10 screening centres in the USA between 1993 and 2001 (Andriole et  
al,  2012).  Men who were  randomly assigned  to  the  intervention  arm were  offered  screening with 
annual prostate specific antigen (PSA) tests for 6 years  and digital  rectal examination (DRE) for 4 
years; screening was completed in October 2006. A positive test was defined as a PSA value greater 
than 4 ng/mL, or a suspicious DRE. Usual care sometimes included opportunistic screening when a test 
was requested by a participant or recommended by a doctor. Follow-up was through December 31,  
2009, or to 13 years from trial entry. Tumour stage was categorised according to the fifth edition of the 
American Joint Committee on Cancer (AJCC) Cancer Staging Manual. Gleason grade was determined 
using the biopsy Gleason score (range 2–10); high-grade cancer was defined as a Gleason score of 8–
10, and non–high-grade cancer as a Gleason score of 2–7.  Subjects completed a baseline questionnaire 
near the time of enrolment, which enquired about demographics, medical history, and past screening 
practices. 

The primary analysis was an intention-to-screen comparison of prostate cancer–specific mortality rates 
between the 2 trial arms.  Event rates were defined as the ratio of the number of events (deaths or 
diagnoses)  in  a  given  time  period  to  the  person-years  at  risk  for  the  event;  measured  from 
randomisation to the date of diagnosis, death or date of censoring (whichever came first) for incidence 
rates. Incidence rate ratios (IRs) were derived as the ratio of event rates in the 2 arms. 



248 CONTROLLED STUDIES

the target population and represents the subjects who are eligible for the trial. The settings and 
location of the source population should be described.  The study group is the collection of 
subjects who fit the inclusion/exclusion criteria and agree to participate in the trial. If the study 
group is not randomly obtained from the source population, it should be representative of it. 
Usually, the study group is obtained by seeking volunteer participants either by contacting them 
directly (eg personally, via letter, or the media) or by asking practitioners to nominate some of 
their clients who meet the eligibility criteria. While the use of volunteers is unavoidable, how 
well the study group (participants or study subjects) represent the source and target populations 
(see Section 2.1.3) must be taken into consideration when extrapolating the study results. 

The period during which  potential  participants  will  be recruited  should be stated  (and  any 
deviations from this explained).

11.3.1 Unit of concern 

When stating the objective of the RCT, an early issue is to decide the level of organisation at 
which  the  intervention  will  be  applied  (eg individuals  (Example  11.2),  or 
groups/schools/communities  (Example  11.3)).  This  also  relates  to  the  design  of  the  trial 
because, if an intervention can only be applied at a group level and the outcome is measured at 
the group level, it is a group-level study. If the outcome is measured at the individual level, it is 
a cluster randomised study—Section 11.7.2). McRae  et al (2011) list the characteristics that 
help define who the research subjects are in clustered randomised trials. They include those 
intervened  upon  by  researchers,  either  directly  or  by  deliberate  manipulation  of  their 
environment;  those  who  interact  with  researchers  to  provide  data;  or  those  who  provide 
identifiable private information. They have created a website to discuss this and other ethical 

Example 11.2 A sequential trial of creatine in amyotrophic lateral sclerosis (ALS) 
survival

From June 2000 onward, ALS patients visited the outpatient clinic for neuromuscular diseases at the 
University  Medical  Center  in  Utrecht,  and  the  Academic  Medical  Center  of  the  University  of 
Amsterdam, where they were neurologically examined before entry into the study (Groeneveld et al, 
2003). The outcome of interest was survival. Sample size estimates indicated that at least 190 patients 
would be needed, assuming a cumulative survival percentage in the placebo group of 60% after 16 
months and a 20% difference in the cumulative survival percentages.

Patients  (n=175)  were  allocated  such  that  the  2  treatment  groups  were  evenly  balanced  for  the 
prognostic factors age, site of symptom onset (bulbar, spinal), percentage predicted vital capacity (VC
%) at  onset  and  maximum voluntary  isometric  contraction  (MVIC)  arm strength  at  onset.  The  2 
treatment groups were creatine monohydrate and  placebo (designated A and B). 

An independent physician,  ignorant  to treatment  assignment,  instructed the research pharmacist  to 
prepare trial medication A or B. Patients were seen 1 and 2 months after inclusion, and subsequently 
every 4 months until the end of the study at 16 months. 

Reasons for withdrawal included serious adverse events and withdrawal of patient consent. Patients 
who stopped taking trial medication were not excluded from the intention-to-treat analysis.

Analysis was conducted by an independent biostatistician. The analysis was repeated when each new 
set of data based on the occurrence of an event using a sequential version of the log-rank test. The 
estimate for the hazard ratio was adjusted for the fact that the data were analysed sequentially. 
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issues of controlled cluster trials (http://crtethics.wikispaces.com) (see also Weijer et al, 2011). 

11.3.2 Eligibility criteria 

• Adequate records should be available to document the subject’s past history
• For trials of therapeutic agents, clear case definitions for the disease being treated must 

be developed to determine which cases are eligible for inclusion 
• For  trials  of  prophylactic  agents,  healthy  subjects  are  required  and  procedures  for 

documenting their health status at the start of the trial might be required 
• Subjects in a trial need to be able to benefit from the intervention. Restriction of a trial to 

subjects that are most likely to benefit will increase the power of the trial but might limit 
the generalisability of the results

• Avoid subjects with high risks for adverse effects. 

Eligibility criteria, must be stated clearly,  and applied to all study subjects. A narrow set of 
eligibility criteria likely will result in a more homogenous response to the intervention and this 
might increase the statistical power of the study, but it might reduce the generalisability of the 
results.  A  broad  set  of  eligibility  criteria  will  result  in  a  much  larger  pool  of  potential 
participants,  but  there could be a large background variation in study subjects (this can be 
advantageous for detecting variation in response to the intervention in subgroups of subjects), 
but can have negative effects on the power of the trial. Balancing these 2 considerations must 
be done case by case, while adhering to the objectives of the study. In general, we suggest using 
eligibility criteria that reflect the breadth of subjects who might receive the intervention in the 
future if it is shown to be effective (Zwarenstein et al, 2006).  

Example 11.3 A cluster randomised controlled trial of an adolescent smoking cessation 
interventions 

This was a randomised controlled trial of an adolescent smoking cessation intervention for students 
aged 15−21 at 22 continuation schools in Denmark (Dalum et al, 2012). Randomisation of intervention 
was  done  by  flipping  a  coin.  In  order  to  minimise  the  effects  of  geographical  and  school-type 
differences the randomisation process was blocked in such a way that each county contained both 
intervention and control schools, and that both the intervention and the control group consisted of nine 
commercial and 2 social and health schools. At each school a coordinator was responsible for collecting 
data from students. Self-administered questionnaires were collected in week 5/2005 (baseline), week 
11/2005  (first  follow-up,  short  term)  and  week  11/2006  (second  follow-up,  long  term).   The 
intervention was based on open events where all smokers and ex-smokers were offered the following: 
(1) carbon monoxide measurement; (2) a personal and short counselling on motivation for quitting; (3) 
self-help materials with a combination of quit-guides; (4) referral to a smoking cessation programme, 
and (5) referral to telephone counselling. 

Assessment of smoking status was based on self-reports. Short- and long-term quitters were defined as 
students who were daily smokers at baseline and had stopped smoking within the last 30 days at first 
follow-up (short term) and/or had been smoke-free for at least the last 30 days at the 2nd follow up (long 
term).

Analyses were performed as intention to treat and therefore all baseline smokers were included at both 
intervention and control schools when determining intervention effects.  Ordinary logistic regression 
was used in the analysis of results with school as a random factor.  

http://crtethics.wikispaces.com/
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Once the participants have been selected, it is important to collect and document the baseline 
characteristics  of  the  study  group  that  are  germane  to  the  trial.  These  data  will  be  of 
considerable  benefit  when  analysing  and  interpreting  the  trial  results.  The  study  period, 
especially  the  last  date  during  which  follow-up  of  study  subjects  will  occur,  needs  to  be 
specified also. 

11.4 SPECIFYING THE INTERVENTION 

The nature of the intervention, and how it is administered or implemented, must be clearly 
defined. They can vary from medical interventions (Examples 11.2, 11.5), surgical techniques 
(Example 11.4), type of lens (Example 11.6), to a screening programme (Example 11.1), or a 
smoking cessation programme (Example 11.3). A fixed intervention (one with no flexibility) is 
appropriate  for  assessing  new  products  (particularly  in  phase  III  trials).  A  more  flexible 
protocol might be appropriate for products that have been in use for some time and for which a 
body of clinically applied information exists. When possible, the initial treatment assignment 
should remain masked so that  clinical  decisions are not  influenced by knowledge of group 
allocation.  Clear  instructions  about  how  the  intervention  needs  to  be  administered,  or 
implemented, are essential, particularly if participants are going to be responsible for some or 
all of the interventions (eg instructions for how and when to take medication). In addition, a 
system of monitoring the intervention process should be put in place. 

Example 11.4 A 2X2X2 factorial randomised trial of 3 Caesarean-section surgical 
techniques 

In  this trial,  women >15 years  of age were eligible  if  they were undergoing delivery by their first 
Caesarean section (Caesar_Study_Collaborative_Group, 2010). A telephone randomisation service was 
employed to allocate the interventions using a minimisation algorithm to ensure comparability between 
women with respect to 3 prognostic factors: participating centre; in labour or not in labour; single or 
multiple pregnancy. The 3 treatments were single- versus double-layer uterine closure; closure of the 
peritoneum, and liberal versus restricted use of a subsheath drain.

The  primary  outcome  was  maternal  infectious  morbidity,  defined  as  having  one  or  more  of  the 
following:  (i)  antibiotic  use  for  maternal  febrile  morbidity  during  the  postnatal  hospital  stay;  (ii) 
endometritis; (iii) wound infection treated with antibiotics. Secondary outcomes included the individual 
components of the primary outcome

The estimated sample size was 3,500 women to demonstrate a change in the incidence of the primary 
outcome between any pair of arms from 12% to 9%, with 80% power and a 2-sided significance level 
of 5%. 

Data were collected from the hospital notes and women were sent a questionnaire to complete 6 weeks 
after the date of Caesarean section. In this questionnaire, they were asked to record whether antibiotics 
or additional painkillers had been prescribed during the postnatal period and, if so, to give the reason. 
Patients were analysed in the groups to which they were assigned, regardless of deviation from the 
protocol or treatment received. Statistical analysis entailed the calculation of the risk ratios (RR) plus 
the 95% confidence interval (CI) for the primary outcome and 99% CI for the secondary outcomes to 
take account of multiple comparisons. Pairwise interactions between the different interventions were 
examined. 
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11.5 MEASURING THE OUTCOME 

 A controlled trial should be limited to 1 or 2 primary outcomes (eg disease occurrence in a trial 
of  a  prophylactic  agent)  and  a  small  number  (1–3)  of  secondary  outcomes  (eg longevity). 
Having too many outcomes can lead to a problem of ‘multiple comparisons’ in the analysis (see 
Section 11.9.1).  If  multiple  outcomes are measured,  the intervention could have a different 
effect  on each  outcome.  Whether  or  not  to combine multiple  outcome events  into a single 
composite  measure  (eg a  global  measure  of  health  by combining  scores  or  occurrences  of 
several diseases) has been the subject of much debate  (Ferreira-Gonzalez et al, 2007) but for 
our  purposes,  we  prefer  designs  based  on  a  limited  number  of  primary  and  secondary 
hypotheses. 

The  outcome  in  most  medical  trials  is  measured  on  a  dichotomous  scale,  but  continuous 
outcomes are common also. Time to event measures are very common; thus, it is important that 
the  actual  time  when  disease  occurred  should  be  as  accurate  as  possible.  Accuracy  of 
measurement should be stressed; however, Korn et al (2010a) note that non-differential errors 
in the time of event usually do not have a major impact on the assessment of treatment effect. 
When selecting outcomes, those that can be assessed objectively are preferred to subjective 
outcomes,  but  the  latter  cannot  always  be  avoided  (eg occurrence  of  self-reported  clinical 
disease). If the outcome is not assessed by a ‘near-gold-standard’ procedure, the impact of the 
intervention on the true outcome may differ from the surrogate outcome (Kassai et al, 2005). 

In general, outcomes should be clinically relevant. Outcomes might also be measured at a single 
point  in  time,  or  assessed  multiple  times  for  each  subject  (longitudinal  data).  Intermediate 
outcomes,  (eg antibody  titres  in  a  vaccine  trial)  might  be  useful  in  determining  why  an 
intervention might or might not produce the desired outcome, but should not be a replacement 
for a primary, clinically relevant outcome related to the objectives of the study (eg occurrence 
of clinical disease). Clinically relevant outcomes include the following: 

• diagnosis of a particular disease—requires a clear case definition 
• mortality—objective but  still  requires  criteria  to determine the cause (if  relevant)  and 

time of death 
• clinical signs scores for assessing the severity of disease—difficult to develop reliable 

scales 
• objective measures of clinical disease—(eg rectal temperature, blood samples to assess 

the extent of dehydration, etc) 
• measures of health—(eg quality of life).

Example 11.5 A split-plot design randomised controlled trial of managing acute 
shoulder pain in primary healthcare 

This pragmatic split-plot, randomised trial was conducted in general practices in 5 centres across the 
United Kingdom  (Watson et al, 2008). Physicians in 91 practices (whole plot) were randomised to 
receive additional training in diagnosing and injecting rotator-cuff problems or no additional training; 
215  patients  with  acute  shoulder  pain  were  then  randomised  to  receive  either  a  corticosteroid  or 
lignocaine  injection  (split  plot).  The  main  outcome  was  score  on  the  British  Shoulder  Disability 
Questionnaire (BSDQ). 
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11.6 SAMPLE SIZE 

11.6.1 Allocating interventions to individuals

We begin this discussion by assuming that we are designing a trial with a fixed sample size—
the most common approach used for clinical trials. The size of the study is determined through 
appropriate sample size calculations (see Chapter 2), with attention paid to the estimated effect 
of  the  intervention  and  both  Type  I  and  Type  II  errors  (Schulz  and  Grimes,  2005a).  The 
magnitude of the effect to be detected (or estimated) should be clinically meaningful. When 
computing the power of the study (1-Type II error), it is common to set the power to 90%. The 
sample sizes do not need to be equal in both arms of the trial (Schulz and Grimes, 2002c).

The sample size required for qualitative (eg dichotomous) outcomes is often much larger than 
that required for outcomes measured on a continuous scale. Obviously, the choice of outcome 
and its measurement should reflect the study objectives. The basic formulae for sample-size 
calculation, where the individual subject is the unit of randomisation, and the outcome is either 
binary or continuous, are presented in Chapter 2. Here we mention a few important issues that 
impact on sample size. Auleley  et al (2004) discuss planning the sample size and how it is 
impacted by choice of the outcome measure(s), the scale of the outcome (ie continuous, binary, 
or time to event), and the occurrence of missing values. Barthel et al (2006) also discuss sample 
size  issues  when  the  outcome  is  time  to  event  (ie survival),  and  provide  a  very  flexible 
computer  program  for  performing  the  calculations  required   for  planning  sample  size  in 
complex designs that allows for adjustments for missing data,  non-proportional hazards and 
censoring (see Chapter 19). If there are multiple outcomes of approximately equal merit, using 
a  generalised  approach  to  power  based  on  the  probability  that  important  changes  in  all 
outcomes will be observed has been described by Borm et al (2007b). Korn and Freidlin (2006) 
update the approach to determining sample size if historical controls will be used. 

11.6.2 Sample size for the allocation of clusters of subjects

Cluster randomised trials are those in which all  subjects within a group (eg all members of a 
family)  are  allocated  to  the  same  intervention  (see  Section  11.7.2  and  Example  11.3).  In 
planning such trials, we need to account for the intra-cluster correlation coefficient (ρ=ICC) 

Example 11.6 A multicentre cross-over randomised controlled trial to compare the 
effectiveness of 2 generations of progressive lenses for presbyopia 

This  controlled trial was performed in a primary-care setting (5 optical dispensaries)  (Boutron et al, 
2008).  Two  categories  of  progressive  lenses  were  compared:  a  new-generation  lens  and  an  older-
generation lens (which was considered to be the reference lens.)

The a priori estimated sample size was 68 patients. The authors thought that about 40% patients would 
not provide informative data (ie would have no preference) and a rate of lost to follow-up of about 
15%, so they aimed for a sample of 130 patients. A total of 127 patients was randomised to wear one 
generation of progressive lens for 4 weeks, then cross over to wear the other lens for 4 weeks, without 
knowing the sequence of lenses. Inclusion criteria were age 43–60 years wearing progressive lenses 
with a correction of ≤3 dioptres. Patients and the statistical analyst were blinded and all equipment was 
assembled in one laboratory. The primary outcome was patient preference for one progressive lens at 
week 8. Secondary outcomes were subjective measures of bifocal visual performance. 
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and the cluster size (m) (see Chapter 20). As noted in Section 2.11.6, the sample size for a study 
needs to be increased by a factor of (1 + ρ(m-1)), so even if ρ is small, the overall sample size 
can become very large if the cluster size is large. With respect to cluster size, it has been shown 
that the power of a study does not increase appreciably once the number of individuals within 
each cluster exceeds 1/ρ (Campbell et al, 2007). Giraudeau  et al (2008) discuss sample size 
estimation for continuous outcomes in cluster  allocated cross-over designs.  Teerenstra  et  al 
(2008) describe sample size estimation for 3-level cluster randomisation and elaborate on this 
for proposed GEE analyses  (Teerenstra et al, 2010). de Hoop  et al (2012) describe a formal 
method known as best balance to allocate treatment to clusters; it is particularly effective when 
the number of clusters is small.

When trying to decide on the unit (ie individual or group) to randomise, as the ICC increases, 
random allocation of individuals becomes much more efficient statistically,  especially if the 
cluster size is large.  However,  if the intervention is allocated to clusters, and  the number of 
clusters available is small, a matched design (eg matching on strong cluster-level confounders) 
may be used. When feasible, employing a cluster cross-over design can add to the efficiency 
particularly when the number of clusters is small (Turner et al, 2007). 

11.6.3 Sample size for sequential and adaptive designs

A  sequential design trial (also called a  ‘monitored’ study) incorporates ‘a method  allowing 
hypothesis  tests to be conducted on a number of occasions as data accumulate through the 
course of a trial’ (Todd, 2007). Thus, the sample size is not fixed in advance of the trial, rather 
sequential  designs have specified  stopping rules.  Typically,  the planning of these studies  is 
more  complex  than  the  fixed  trial  design,  and  there  is  the  potential  for  bias  in  that  the 
researchers might alter the implementation of the trial after learning the results of the interim 
analyses. Zou  et al (2005) describe sequential methods for cluster randomisation. Lavori and 
Dawson (2007) describe how to improve the efficiency of adaptive designs with emphasis on 
variance estimates using G-computations (not discussed in this text). Subsequently,  Dawson 
and Lavori (2008) developed a sequential method for making causal inferences. 

Barthel et al (2009) describe multistage trials that contain an explicit interim analysis and allow 
for stopping the trial if lack of benefit is evident. If the trial is not stopped, more recruitment of 
study subjects proceeds. Bassler et al (2008; 2010) caution against stopping trials early because 
of interim evidence that the intervention works; these ‘stopped’ trials tend to overestimate the 
efficacy of the intervention (Schulz and Grimes, 2005b); although Freidlin and Korn (2009) and 
Korn  et  al (2010b) indicate  that  the bias  is  not  large.  As a  contrast,  Royston  et  al (2011) 
developed a multiarm adaptive trial with numerous points of interim analysis with the intent of 
stopping the trial for lack of benefit at the earliest point possible.

Adaptive design studies are ones in which the design may change as the study progresses. 
Consequently, they are more flexible than sequential designs (Golub, 2006). The most common 
‘adaptation’ is modification of the sample size of the second stage based on the predicted power 
of the trial at the end of the first stage. However, adaptive designs also include dropping or 
adding  treatment  arms,  changing  the  primary  endpoint,  and  even  changing  objectives  (for 
example, switching from non-inferiority to superiority (Todd, 2007). Outcome adaptive designs 
strive to ensure that the majority of subjects get the benefit of the best therapy available. The 
allocation of subjects is  influenced  by the experience of previous subjects in the trial.  One 
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example  is  ‘play  the  winner’  allocation  in  which  subjects  continue  to  be  allocated  to  an 
intervention level as long as that treatment is producing beneficial results. As soon as it fails, 
the allocation switches to the other treatment. These procedures are only suitable if the result of 
the intervention is clearly identifiable in a very short period after treatment. 

11.6.4 Other sample size issues

Another issue to consider when planning the size of the trial is the time to recruit study subjects 
(2 days in Example 11.3; 5 months in Example 11.6). The length of time it will take to recruit 
the required number of study subjects can be a serious problem for studies on therapies for 
relatively rare  conditions.  If  season  of  treatment  is  likely to  influence  the results,  then the 
recruitment period should span at least one full calendar year. 

Loss of subjects from the study might happen for a variety of reasons and can lead to bias. 
Some subjects might be lost to follow up (eg subject moved away) while others might be non-
compliers (eg participants who do not comply with the protocol). Finally, some subjects might 
be lost  due to competing risks (eg die from other  diseases  while still  on the trial).  Once a 
sample size has been estimated, it is wise to compute the expected power of the study based on 
different estimates of the potential losses to the study, and adjust the sample size accordingly. 

11.7 ALLOCATION OF STUDY SUBJECTS 

It  is  important  to  remember  that  controlled  trials  are  based  on  volunteer  subjects  and 
participants must agree to receive either of the interventions (treatment versus comparison) as 
determined by the allocation process. Once a subject has been enrolled, the allocation should be 
carried out close to the time at which their participation in the study is scheduled to start. 

It is clear that a formal randomisation process is the best method for allocating subjects to study 
groups;  indeed,  without  this  formal  allocation  procedure,  bias  is  very  likely  to  distort  the 
findings (Gluud, 2006). The use of propensity scores (Section 13.8) is one potential approach to 
dealing  with  the  problem  of  inadequate  randomisation.  However,  propensity  scores  are 
generally used in observational  studies of interventions in situations in which a randomised 
control trial is not feasible. Before proceeding with formal randomisation procedures we will 
discuss some alternatives. 

11.7.1 Alternatives to randomisation

Historical control trials are ones in which the outcome after an intervention is compared with 
the level  of  the  outcome before  the  intervention  (before/after  comparison).  For  a  historical 
control trial to have any validity, 4 criteria must be met.

1. The outcome being measured must be predictable,
2. There must be complete and accurate databases on the disease of interest, 
3. There must be constant and specific diagnostic criteria for the outcome, and
4. There must be no changes in the environment of the subjects in the study. 

Rarely are all of these criteria met. An additional limitation of historical control trials is that it is 
impossible to use blinding techniques. 

Systematic assignment of individuals to treatment groups (eg alternating assignment) can be a 
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reasonable  alternative  to  formal  randomisation  under  field  conditions  (people  arriving  at  a 
vaccine clinic where half will get  the vaccine and half the placebo).  Systematic assignment 
might  make it  harder  to  keep  participants  and  study personnel  blind as  to  the  intervention 
identity, but aside from this, it is often just as effective as random allocation (provided outcome 
assessment is done blindly). If half the subjects are to be allocated to receive the treatment, the 
initial subject allocation should be random and thereafter, every second subject would receive 
the allocated intervention. Do not apply the intervention to the first (or last) half of the subjects 
and the comparison treatment to the remainder. When feasible, true randomisation is preferred.

11.7.2 Random allocation 

As indicated, formal randomisation is the preferred method of allocation. It must be noted that 
random allocation does not mean ‘haphazard’ allocation and a formal process for generating 
random intervention assignments (eg computer-based random-number generator, or even a coin 
toss—Example 11.3) must be employed. Random allocation should be carried out as close as 
possible to the start of the study to reduce the possibility of withdrawals after allocation.

Simple  randomisation  (ie a  completely  randomised  design)  involves  each  subject  being 
assigned to an intervention level (eg vaccine or not, treated or not) through a simple random 
process without any further considerations, this is the most frequently used allocation process in 
field trials (Example 11.1). Stratified randomisation (eg randomisation within age categories) 
helps  ensure  that  a  potential  confounder  (age)  is  equally  distributed  across  study  groups. 
Hofmeijer et al (2008) propose a method of block allocation to gain efficiency in small trials. It 
adjusts the assignment of the next subject depending on the imbalance in treatment allocation 
that exists at the time. 

Cross-over studies 
In a cross-over study, each subject gets both of the interventions (in sequence) (Example 11.4). 
However,  the first intervention administered is still  assigned randomly.  This process is only 
suitable for the evaluation of therapies where the condition of the subject  is stable,  and the 
duration  of  the  intervention  effect  is  relatively  short-lived.  A  ‘wash-out’  period  might  be 
required between interventions. It  has the advantage that it increases the power of the study 
since the same subject receives both levels of the intervention. 

Factorial designs 
This design is particularly well-suited to trials investigating 2 or more interventions, especially 
if the interventions might produce synergism or antagonism (Example 11.5). Here, all possible 
combinations of the treatments (eg neither treatment, treatment 1 only, treatment 2 only, both 
treatments)  are  assigned  to  the  study subjects.  Because  the  design  is  usually  balanced,  the 
treatment effects are not confounded (ie they are unrelated, or orthogonal, to the intervention) 
and the analyses are straightforward. Normally, one should not attempt to assess more than 2–3 
interventions as the possible interactions become difficult to interpret. 

Cluster randomisation 
There are a number of reasons why a cluster of people should be allocated to an intervention 
group rather than individual people. In some instances, it might be the only feasible method. 
For example, if the intervention is one which is always given at the group level (eg medication 
in the drinking water), then there is no choice. Even if the intervention could be administered at 
the individual level, it might be impossible to keep track of individuals within the group, or the 
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intervention in some subjects could influence events (eg through spread of a live vaccine) in 
non-intervention subjects housed with them (see Section 11.11) so assignment of the whole 
group to one intervention would be appropriate (Example 11.3). Cluster randomisation is also 
appropriate if there is potential for physical spread of a treatment to the control group or the 
potential for the effects of the intervention to impact the non-intervention groups as in herd 
immunity  (see  Example  11.7).  Recent  developments  in  the  design  and  analysis  of  cluster 
randomised trials have been reviewed (Campbell et al, 2007). 

Cluster randomised trials are much less statistically efficient than trials with random allocation 
of individuals and the clustering of individual subjects within the groups needs to be taken into 
account in analysis (see Chapters 20–23). In a cluster randomised trial, the best scenario for 
follow-up is if all  individuals can be monitored for  the duration of the study.  If  this is  not 
possible,  following  a  randomly  selected  cohort  would  be  the  most  statistically  powerful 
approach.  If  it  is  not  possible to follow individuals,  the investigator  will  have to carry out 
repeated  cross-sectional  samplings  throughout  the follow-up period  (Campbell et  al,  2007). 
Donner  and Klar  (2004) review the advantages  and pitfalls  of using cluster  randomisation; 
Donner et al (2007) also comment on ‘breaking the matches’ to gain some statistical efficiency 
in the analysis of matched-cluster randomised trials. 

Split-plot designs 
A final elaboration of allocation discussed here is a split-plot design. This design is used if there 
are 2 or more interventions, 1 of which needs to be applied at the group level and the other(s) 
assigned to individuals (Example 11.6). The analysis must take account of the different degrees 
of freedom to assess intervention effects at the different levels (ie group versus individual). 

Multicentre trials
If an adequate number of subjects is not available at a single site, a multicentre trial might have 
to be planned (Fedorov and Jones, 2005) (see Example 11.6). A key feature is that the within-
centre  and  between-centre  variances  need  to  be  accounted  for  in  the  design  and  analysis. 
Although a multicentre trial complicates the protocol and the implementation of the trial, it can 
enhance  the  generalisability  of  the  results  (because  of  the  usually  larger  geographic  area 
covered  by  the  trial)  and  also  increases  the  opportunity  to  identify  interaction  effects  (eg 
different responses by centre). One key for statistical efficiency in multicentre trials is to try and 
maintain approximately the same number of subjects per centre (Dragalin and Fedorov, 2006).

11.7.3 Masking (blinding) 

‘Blinding’ (or  ‘masking’)  in  randomised  trials  refers  both  to  the  general  methodological 
principle of withholding information from individuals with the aim of preventing bias, and to a 
group  of  procedures  used  to  withhold  information  from specific  groups  of  individuals,  eg 
patients,  treatment  providers,  and  data  analysts)  (Hrobjartsson  and  Boutron,  2011). 
Unfortunately, the usage of the terms single, double, and triple blinding is not consistent. Often 
the terms to describe who is blinded are ambiguous, and the specific mechanisms for masking 
need to be described. In large trials, it is beneficial to pilot test the masking procedures. For our 
purposes, a single-blind study means that the participant/patient is unaware of the identity of the 
intervention applied to them. This should help reduce response bias, prevent the placebo effect; 
prevent differential attrition and non-compliance, and reduce co-intervention bias and follow-up 
bias. A double-blind study means that both the participants and selected members of the study 
team (ie people administering the interventions and those assessing the outcomes) are unaware 
of intervention assignment.  Keeping the hands-on members of the study team blind should 
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Example 11.7  Immunity conferred by killed oral cholera vaccines in Bangladesh 

This individually randomised, placebo-controlled trial evaluated the effectiveness of killed oral cholera 
vaccines (Ali et al, 2005; Hudgens and Halloran, 2008). The interest was in determining whether the 
level of vaccine coverage in a residential area, called a bari, was related to the incidence of cholera in 
individual  vaccine  recipients  or  placebo recipients  residing in  the  bari.  The target  population was 
divided into groups by level of vaccine coverage. Hudgens and Halloran used the data from 2 groups; 
Group A with more than 50% and Group B with less than 28% coverage as their example. The effects 
of vaccination are estimated based on differences in the risk of cholera during the first year of follow-
up of the trial. The pertinent data are:

• RnvB     = 7.01 (risk per 1,000 in non-vaccinates in population B)
• RvB      = 2.66 (risk per 1,000 in vaccinates in population B)
• RnvA     = 1.47 (risk per 1,000 in non-vaccinates in population A)
• RvA      = 1.27 (risk per 1,000 in vaccinates population A)
• RB        = 4.13 (overall risk/1,000 in population B)
• RA       = 1.34 (overall risk/1,000 in population A).

The  direct  effects  are  estimated  by  comparing  the  risk  between  vaccinated  individuals  and 
unvaccinated individuals within each group. The estimated relative direct effect in group A (the more 
highly vaccinated group)  was:

The relative direct effectiveness of vaccination within group B was:

which was higher than in group A. The difference in the 2 estimates illustrates one of the challenges in 
making comparisons directly within groups when indirect effects are present. If an analysis (or indeed a 
full trial) was limited to group A only, the evidence would suggest that the vaccine has little effect. In 
group B, the vaccine lowered the risk of disease by 62%.

The  indirect effect of vaccination is the effect due to the level of coverage. It can be estimated by 
comparing the risks in the unvaccinated in the 2 groups or the risks in the vaccinated in the 2 groups.  
The estimated indirect  effect  in  the  unvaccinated is  (7.01-1.47)/7.01=0.79 in relative  terms.  In  the 
vaccinated the indirect effect is (2.66-1.27)/2.66=0.52. Note that the estimate in the unvaccinated is 
greater than the estimated direct effect in either of the groups, highlighting the importance of looking 
beyond direct effects. 

The relative  total effect of vaccination is the effect of not being vaccinated in the group with lower 
coverage (B) compared with being vaccinated in the group with higher coverage (A). In this instance, 
the estimated relative  total  effect  is  (7.01-1.27)/7.01=0.82.  Note the total  effect  {in absolute terms
(B-A)} estimate equals the direct effect  estimate in group A plus the indirect effect  estimate in the 
unvaccinated (B-A). 

The relative overall effect is the average effect of being in the group with higher coverage compared 
with being in the group with lower coverage. It can be estimated using the difference in risk between 
the 2 groups, that is, (4.13-1.34)/4.13=0.68 in relative terms. In this instance the vaccine reduced the 
frequency of disease in group A by 68% relative to the level in group B.

VE d=
RnvA−RvA

RnvA
=1.47−1.27

1.47
=0.14

VE d=
RnvB−RvB

RnvB
=7.01−2.66

7.01
=0.62
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reduce  response  bias  and  placebo  effect  (impact  of  patient–provider  interaction);  equalise 
attrition,  non-compliance  and co-intervention as  well  as  preventing selective  decisions;  and 
referral  that could arise if the intervention status was known. Keeping those responsible for 
assessing the outcome blind should reduce observer and diagnostic bias. In a triple-blind study, 
those who are analysing the data also are unaware as to which group received which treatment. 
This feature is designed to ensure that the analysis is conducted in an unbiased manner. Of 
course it is advisable to design the trial so that as many errors as possible are prevented and this 
can reduce the impact of any differential errors that arise. It is recommended that the success of 
blinding be evaluated and not taken for granted (Boutron et al, 2007; Hrobjartsson et al, 2007).

In many cases it is necessary to use a placebo to ensure that the relevant individuals remain 
blind. A placebo is a product that is indistinguishable from the product being evaluated and 
which is administered to people in the groups designated to receive the comparison treatment. 
In many drug trials, the placebo is simply the vehicle used for the drug, but without any active 
ingredient (see Example 11.2). One concern with the use of a placebo is that, even though it 
might not contain the active ingredient being investigated, it could still have either a positive or 
negative effect on the study subjects. For example, a placebo vaccine that does not contain the 
antigen of interest  might still  induce some immunity as a result of adjuvant in the placebo. 
These issues should be discussed and settled prior to conducting the trial.

In some cases, using a placebo might not be adequate to ensure blinding. Nonetheless, masking 
the intervention should be used whenever possible.

11.8 FOLLOW-UP/COMPLIANCE

The practical  issues involved in managing and conducting a controlled trial have been well 
described by Knatterud  (2002). One important item is to ensure that all groups are followed 
rigorously  and  equally.  This  is  a  simpler  process  if  the  observation  period  following  the 
intervention is short, but this time period must be long enough to ensure that all outcomes of 
interest have been observed and recorded. Regardless of the effort expended on follow-up, it is 
inevitable  that  some  individuals  will  be  lost  to  the  study  through  drop-out  or  lack  of 
compliance.  Thus,  for  studies  with long  follow-up periods,  the  status  of  all  study subjects 
should be ascertained  at  regular  intervals  throughout  the follow-up period.  The CONSORT 
statement  suggests  using  a  flow  diagram  to  outline  participant  numbers  at  key  points 
(allocation, intended intervention, completed the protocol, and had outcome status evaluated) in 
the trial (see Section 11.12).

A  major  factor  in  minimising  losses  from  the  study  is  regular  communication  with  all 
participants. Incentives  to remain in the study might also be provided. These might include 
provision of information which the participants might not otherwise have or public recognition 
of their efforts (provided confidentiality concerns have been addressed). For those participants 
that  do drop  out,  information about  study subjects  might  still  be  available  through  routine 
databases if the participant is willing to provide access. This can be used to either provide some 
follow-up information or to compare general  characteristics of the study subjects withdrawn 
from the study with those that remained in the study. Nonetheless, because participants in a trial 
should always have the opportunity to withdraw from a trial, procedures for evaluating those 
withdrawals should be put in place. This should include methods of documenting the reason for 
the  withdrawal  and,  potentially,  procedures  to  collect  samples  from  all  subjects  being 
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withdrawn before their departure. In any event, any losses should be recorded, at specified time 
points, throughout the conduct of the trial. 

Effort needs to be expended, in addition to maximising retention in a study, to determine if 
study subjects are complying with the protocol. This might be evaluated through interviews at 
periodic visits or through collection of samples to test for levels of the drug being investigated. 
Indirect assessment might be carried out by methods such as collecting all empty containers 
(pill boxes, vials, etc) from products used in a trial. 

11.9 STATISTICAL METHODS AND ANALYSIS 

As  noted,  outcomes  might  be  measured  and  then  analysed  on  a  continuous  scale,  or  as 
categorical  data  (often  dichotomous),  or  as  time-to-event  measurements  (eg time  to  the 
occurrence of a disease). Studies based on time-to-event data might have greater power than a 
study based on simple occurrence—or not—of an event in a defined time period. Regardless of 
the analysis conducted, results reported should include both the effect size and its precision. If 
the outcome is dichotomous, the results should be in both absolute (eg risk difference) and 
relative terms (eg risk ratio).  

Analysis can be carried out either on an intent-to-treat (ITT) basis or a per-protocol basis. In 
an intent-to-treat analysis, data from all subjects assigned to a specific intervention are included 
in  that  intervention  regardless  of  whether  they  completed  the  study,  or  complied  with  the 
protocol. Such an analysis will provide a conservative estimate of the effect of the intervention, 
as it is recommended to be used.  However, the ITT result reflects the expected response when 
the  intervention  is  used  in  another  population  with  characteristics  similar  to  the  study 
population. In a per-protocol analysis, only subjects which complied and completed the study as 
outlined in  the  protocol  are  included  in  the  analysis.  This  approach  might  provide  a  good 
measure of response given that the intervention is used as intended but will likely produce a 
biased estimate of the intervention effect in future use for 2 reasons. First, non-compliance is 
not likely a random event and non-compliers probably are not representative of all participants 
assigned to that intervention so the estimate of effect may be biased (see Section 12.2). Second, 
there will always be some non-compliance in future use of the intervention, so estimating an 
effect  under  an assumption of 100% compliance  would be unwise.  Stating the numbers  of 
participants in the groups,  and whether or not they complied is essential to interpreting the 
results. Hernan and Hernandez-Diaz  (2011) suggest that if there are considerable losses from 
the trial or a lack of adherence to the study protocol, that analyses based on inverse probability 
weighting be used to reduce the potential bias.

An analysis usually starts with a baseline comparison of the characteristics of the groups as a 
check  on  the  adequacy  of  the  randomisation  procedures.  This  should  not  be  based  on  an 
assessment of the statistical significance of the difference among groups, but rather an assessment 
of their comparability. Differences among the groups, even if not statistically significant, should 
be noted and taken into consideration in the analyses (see below) (Austin et al, 2010). Hernandez 
et al (2004; 2006) suggest adjusting for predictive variables (ie including them in the analysis) 
whenever possible as it increases the power (or decreases the sample size for a given power).

The specific procedures for analysing data from controlled trials will not be covered in this 
chapter as most are discussed in more detail elsewhere in the book. However, a few specific 
issues will be touched on.
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While randomisation is designed to equally distribute potentially confounding factors across the 
intervention groups, it might not remove all potential confounding, especially with small sample 
sizes (hence the rationale for examining this as noted above). When the outcome is dichotomous, 
adjustment for covariates is recommended. The best approach is to identify strong predictors  a 
priori, the next best option is to control for covariates that are predictive of the outcome in the trial 
data (Hernandez et al, 2004). Adjusted results should be less biased if the adjustment procedure 
has removed any residual confounding (particularly a concern in small trials). Adjustment for non-
confounders does little harm, provided they are not intervening variables (see Chapter 13). If the 
outcome is continuous, control of other factors might improve the precision of the estimate of the 
intervention effect by substantially reducing the unexplained variance.

When measurements are made  before and after the intervention is administered, it is often 
useful to adjust for the baseline (pre-intervention) level in each subject when evaluating the 
response to the intervention. This can either be done by subtracting the pre-intervention value 
from  each  post-intervention  measurement  (ie analysing  the  change  in  the  outcome)  or  by 
including the baseline level as a covariate in an analysis of the post-intervention values. Either 
approach will result in a gain in power for the study, particularly if the correlation between the 
baseline and the post-intervention measurement is >0.5 (Borm et al, 2007a).

Subgroup and ancillary analyses should be avoided unless there were specific plans for them in 
the original design. Brookes et al (2004) demonstrated that greatly increased sample sizes (>4- 
fold) are needed for reasonable power of interaction tests. Subgroup analyses based on seeing 
the data often lead to spurious conclusions. 

Many controlled trials involve repeated assessments of subjects throughout the study period 
(longitudinal  data).  Analysis  of  longitudinal  data  presents  some  unique  challenges.  For  a 
starting point the investigator needs to determine if they are most interested in an average effect 
following intervention, a change in the effect over time or a total effect. Methods of dealing 
with repeated measures data are covered in Chapter 23. Twisk and de Vente  (2008) review 
methods for dealing with repeated measurements in RCTs. They suggest that if GEE (Chapters 
20 and 23) or a similar approach is used for analysis and if the outcome is measured on a 
continuous scale, only the first follow-up should be adjusted for the baseline (pre-intervention) 
level of the outcome. Using their approach we would do the following:

• First,  perform a linear regression analysis between the first follow-up measurement and 
the baseline value

• Second,  calculate  the  difference  between  the  observed  value  at  the  first  follow-up 
measurement and the predicted value from that  regression analysis.  This difference is 
called the ‘residual change’ 

• Third,  use  this  ‘residual  change’  in  place  of  the  actual  first  outcome  value  in  the 
subsequent GEE analysis. 

Longitudinal  data often have  missing values for some of the observations.  The problem of 
missing data is briefly introduced in Section 15.5 and more detailed discussion of the issue can 
be found in Peduzzi et al (2002) and Auleley et al (2004). If more than a few observations are 
missing, the analysis and interpretation will have to take this into account.

Finally, if study subjects are maintained in groups (clustered data), it is important to account 
for the effects of the groups.  This is particularly important  in cluster randomised trials, but 
might also be important in trials in which randomisation occurred within the group. Procedures 
for analysing clustered data are presented in Chapters 20–22. 
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11.9.1 Multiple comparisons and assessments 

Controlled trials often give rise to analyses in which  multiple comparisons are made. There 
are  3  ways  in  which  multiple  comparisons  can  arise  in  the  analysis  of  RCTs:  examining 
multiple outcomes, examining multiple subsets of the data, and performing periodic interim 
analyses during the trial. The problem with multiple comparisons is that the experiment-wise 
error rate is often much larger than the error rate applied to each single analysis (usually 5%; 
see Section 15.8.2). This can result in the declaration of spurious effects as significant.  

There are many procedures for adjusting the analyses to account for these multiple analyses 
(Korn and Freidlin, 2008). One of the simplest ways to retain an appropriate experiment-wise 
error rate is the Bonferroni adjustment. This requires that each analysis be carried out using 
an α/k Type I error rate, where  α is the normal error rate (often 0.05) and k is the number of 
comparisons  made.  However,  this  results  in  a  very  conservative  estimate  of  the  statistical 
significance of each evaluation. Other, less conservative, procedures can be found in standard 
statistical texts.  

The problem of subgroup analyses deserves special attention (Brookes et al, 2004). While it is 
tempting to evaluate a wide range of subgroups within a trial to determine if an intervention had 
an effect in them, only analyses planned  a priori, should be carried out. Otherwise, there is 
serious danger of identifying spurious associations. Many researchers recommend that findings 
from unplanned subgroup analyses be reported as exploratory. Furthermore, the recommended 
approach to ascertain if the intervention effect differs by subgroup is to conduct one overall test 
of  interaction  between  the  intervention  and  the  subgroup  identifier.  Bear  in  mind  that  the 
sample size of the study usually was based on a single overall test of significance not on a per-
subgroup basis and in many instances subgroup analyses will have insufficient power to detect 
meaningful effects. Brookes  et al (2004) also describe a method to determine the appropriate 
sample size required to investigate such interactions reliably. As a guideline, effects sizes of at 
least twice the magnitude of the assumed overall effect have a similar power of detection to that 
of the overall intervention effect.

Sequential design studies are those in which, by design, planned periodic analyses of the data 
are carried out throughout the trial (see Section 11.6.3). These analyses are carried out so the 
trial can be stopped if there is: 

• clear (and statistically significant) evidence of the superiority of one intervention over 
another, or

• convincing evidence of harm arising from an intervention (regardless of the statistical 
significance of that finding), or 

• little  likelihood  that  the  trial  will  produce  evidence  of  an  effect,  even  if  carried  to 
completion. (This concern is not relevant if the goal of a trial is to demonstrate that a new 
product/procedure has the same efficacy as an existing standard therapy.) 

While sequential designs seems like a logical  approach, they tend to lack power (on a per-
subject basis), and hence their usage should be restricted to those situations where the benefits 
are clear. Interim analyses should not be conducted unless the trial is designed to accommodate 
them. Methods for  interim analyses  and  for  adjusting the sample  size to  accommodate  the 
procedures are beyond the scope of this text but are reviewed in Todd (2007).
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11.10 CONCLUSIONS

This section should include an overall interpretation of the study and its importance for the 
target population. Be careful when doing this as Boutron  et al (2010) have noted that many 
authors  tend  to  overinterpret  the  possible  value  of  interventions  despite  the non-significant 
evaluation of the trial data. Any limitations such as sources of bias, and unintended impacts, 
should  be  explained.  The  registration  number,  sources  of  funding  and  the  role  (if  any)  of 
funding groups in the trial should be stated. Finally, if the full trial protocol can be accessed, 
how to do this should be specified.  

11.11 CLINICAL TRIAL DESIGNS FOR PROPHYLAXIS OF COMMUNICABLE ORGANISMS

The  standard  designs  discussed  thus  far  need  to  be  modified  when  the  intervention  is  a 
prophylactic against a communicable organism (eg a vaccine). Here we will explain why this 
modification is needed and make some suggestions about trial designs. See Chapter 27 for a 
discussion of issues related to infectious disease epidemiology.

When estimating the ‘protective ability’ of a prophylactic against communicable organisms, we 
need to consider whether we are measuring protection at the individual or at the population 
level.  Furthermore,  we  need  to  recognise  that  the  protection  we  observe  can  be  strongly 
influenced by:

• the baseline level of transmission of the agent in the population of interest, 
• the effectiveness of the vaccine (this is of course what we want to estimate), and 
• the  percentage  of  the  population  we  chose  to  vaccinate  in  our  evaluation  of  the 

vaccination strategy. 

In a population, disease-causing organisms spread from subject to subject, either directly or via 
vehicles contaminated with the organism of interest. The rate of transmission depends on the 
number  of  adequate  contacts  a  susceptible  subject  makes  with  an  infected  subject  or 
contaminated vehicle per time period (eg per day) and the level of susceptibility of the subjects 
that are contacted. (See Section 27.3 for a discussion of infectious disease transmission). The 
key  difference  between  designing  a  trial  for  a  therapeutic  agent  and  a  vaccine  is  that  an 
effective vaccine has effects on the vaccinated as well as on the non-vaccinated; in other words, 
the study subjects  are  not  independent.  This  effect  is  called  interference by Hudgens  and 
Halloran  (2008). Given a reasonable limit to the number of contacts each susceptible subject 
makes  per  day,  if  some  of  these  contacts  are  with  vaccinated  subjects,  and  if  vaccinated 
individuals are completely or partially protected against  infection, the rate  of spread of  the 
disease through the population is decreased. In general, the number of adequate contacts each 
individual makes and the baseline transmission level depend on the characteristics of the study 
groups. Consequently, “2 different randomised, double-blind, placebo-controlled studies taking 
place in sites that differ by the level of transmission would report different estimates of vaccine 
efficacy even if the level of individual (direct) protection conferred by the vaccine to a specified 
challenge to infection is the same in both studies” (Hudgens and Halloran, 2008; Struchiner and 
Halloran,  2007).  In  addition,  in  order  to  understand  disease  spread,  it  is  helpful  to  know 
whether transmission of an agent within subunits of the population (eg family) is density or 
frequency  dependent.  In  density-dependent  transmission,  disease  transmission  is  the  same 
among units of different sizes when the proportion of initially infected subjects is the same. In 
frequency-dependent transmission, transmission increases with the number of initially infected 
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individuals (so larger families or groups would have greater transmission even if they had the 
same proportion initially infected). 

Prophylaxis  can  have  a  number  of  benefits.  First,  it  can  prevent  infection  given  exposure. 
Second, it can prevent clinical disease or reduce the severity of infection among the infected 
and this can lower the onward transmission of the agent. Whether infection or disease is the 
chosen endpoint often depends on the context and on the incubation period of the disease—if 
short, disease is often the endpoint; if long, infection is usually the endpoint. The ability to 
reduce the severity or duration of disease among those receiving the prophylactic may have a 
larger impact on the transmission probability in the population than the ability to protect against 
infection  in  individuals.  The  key  is  that  the  protective  effect  of  prophylaxis  can  differ 
depending on the endpoint evaluated. 

As  an  example,  the  usual  measure  of vaccine  efficacy (VE) (for  simplicity,  we  will  not 
differentiate  between  infection  vs  disease  as  outcomes)  at  the  individual  level  is  typically 
measured as:

VEd=
 I nv−I v

I v Eq 11.1

where  Inv and  Iv are  the  incidence  rates  of  the  outcome  in  non-vaccinated  and  vaccinated 
individuals, respectively (Halloran, 2006). We have added the subscript ‘d’ to denote that this is 
the  direct  efficacy  of  the  vaccine.  Of  course,  to  ascertain  the  true  VEd,  we  would  like  to 
compare counterfactuals (see Section 1.7);  eg, the incidence of the outcome in the vaccinated 
subjects contrasted to what the incidence would have been if the subjects were non-vaccinated. 
Since we cannot observe these events, we estimate the VE by randomly assigning half (or some 
other proportion) of the study subjects to receive the vaccine and half to get a placebo; both 
vaccinated and non-vaccinated subjects are free to intermingle in the population. Unfortunately, 
the  measure  of  VE we  obtain  from  using  this  design  is  likely  to  be  confounded  by  the 
proportion of the study population that is vaccinated.  We will explain the rationale for this 
statement subsequently. 

Because the direct VE measure is often biased and may only be a small proportion of the total 
efficacy,  epidemiologists  are  more  interested  in  population-based  measures  of  vaccine 
effectiveness.  The  total  effect  of  prophylaxis  is  a  population  measure  and  consists  of  2 
components: the direct or individual level vaccine efficacy (VEd) noted above and the indirect 
(VEind) vaccine efficacy.  The indirect  vaccine efficacy is a population-based measure and is 
found  by  comparing  the  frequency  of  the  outcome  in  non-vaccinated  people  from  the 
randomised study area with the higher level of vaccination (here designated population A) to 
the frequency in non-vaccinated people from a similar population of non-vaccinated people in 
an area with lower (or no) level of vaccination (designated here as population B) as follows:

VE ind=
I nvB−I nvA

I nvB
Eq 11.2

where InvA and InvB are the incidence rates (or risks) in populations A and B, respectively. This 
indirect  effect  often  is  a  major  component  of  what  is  referred  to  as  herd immunity.  The 
phenomenon of herd immunity provides protection to non-vaccinated, susceptible individuals 
by interfering with transmission of the agent beyond the direct protective effects in vaccinated 
individuals. For  example,  in Section 27.5.2,  it  is shown that if  an infected person typically 
contacts  5  susceptible  people,  a  vaccine  that  is  80% effective  will  be  expected  to  stop all 
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transmission of the agent (as a result of herd immunity).  Since achieving 100% vaccination 
coverage can be very difficult and knowing that vaccination levels below 100% can be effective 
in eliminating disease agents, ascertaining the critical level of vaccination that is required to 
eliminate  a  specific  disease  agent  (eg measles  virus)  is  a  key  component  of  research  on 
population disease control (Longini et al, 1998).

The overall effect of the prophylaxis (VEtot) is a weighted combination of VEd and VEind and can 
be estimated using:

VE tot=
I B− I A

I B
Eq 11.3

Knowing the overall effect  of a vaccine provides much more useful information in terms of 
disease control than does the usual direct measure of vaccine efficacy. 

11.11.1 Design and analysis issues for estimating vaccine efficacy

A number of different  trial designs can be used to obtain estimates of vaccine efficacy.  For 
example, we can employ a cluster randomised trial design in which we compare the disease 
frequencies in fully vaccinated versus non-vaccinated populations. Riggs and Koopman (2005) 
developed a model of transmission with group randomisation, and they noted that if cluster 
randomisation is used, it increases the power of the study if the majority of transmission is from 
within the cluster, but decreases the power if most transmission comes from outside the cluster. 
They also note  that,  when using cluster  randomisation,  it  is  advantageous  to  sample study 
subjects and determine their natural level of immunity (ie prior to vaccination). This allows for 
the adjustment for natural immunity prior to assessing vaccine induced immunity. While this is 
perhaps the best approach to obtain valid estimates of  VE, it becomes very expensive and it 
does not extend easily to the situation where natural, stable groupings of study subjects are not 
available. Nor does this approach reflect what might happen in populations where it is unlikely 
that 100% vaccine coverage will be obtained. Furthermore, because of the indirect effects of a 
vaccine, there is a critical level of vaccination, often considerably below 100%, that will protect 
the population and potentially lead to eradication of the organism. In order to estimate this, we 
would  have  to  assign  different  levels  of  vaccination  (say  25%,  50%,  and  75%)  to  groups 
without  exceeding  the  critical  fraction  vaccinated  that  would  eliminate  disease  in  the  non-
vaccinated subjects (see  Hudgens and Halloran (2008); their data form the basis of Example 
11.7. The theorems behind the calculations are beyond the scope of this test). 

As noted, for disease control, the total effectiveness of the vaccine in the population is of more 
interest than VEd. A suggested approach is to use a design that will allow the estimation of the 
direct, indirect, and total vaccine efficacies described above. To implement this, we need at 
least 2 comparable populations of subjects (more than 2 populations would provide much better 
estimates  of vaccine  efficacies  but  these could become prohibitively expensive).  We would 
randomly assign a proportion of individuals in one population, denoted population A, to receive 
the vaccine and the remainder to receive a placebo. Subjects in the other similar population, 
denoted population B, would all remain non-vaccinated  (Halloran, 2006), or be allocated to a 
lower level of vaccination (Hudgens and Halloran, 2008). Ensuring exchangeability (ie that the 
populations are similar in all important  characteristics that  affect  the outcome) is a difficult 
task.  Perhaps  the  most  important  characteristic  they  should  share  is  the  same  level  of 
transmission as this greatly affects the indirect efficacy. In addition, it is important that the 2 
populations are  fully separated from each  other  so there is  no intermixing of  subjects.  The 
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building blocks for the calculations are the outcome frequencies in each of 2 populations that 
have a different proportion of vaccinated subjects. Since the total effectiveness is a population 
level measure, several populations are needed for statistical evaluation. Nonetheless, this design 
is feasible under selected circumstances, and this concept is the basis for interpreting population 
effects of vaccines (Glezen, 2006). Glezen notes that although the direct effects may be small, 
the impact  on population levels  of  disease  can be very marked (see  Example 11.7).  If  the 
disease  frequency  is  judged  to  be  stable,  information  on  the  level  of  disease  in  the  non-
vaccinated population can be supplemented with data on the level of disease (in population A) 
prior to the vaccine trial.

An alternative design that can be used when obtaining these 2 ‘similar’ populations is difficult, 
is  the  natural  clustering  of  subjects  within  the  population  of  concern  (eg children  within 
schools).  In  this  situation  we  would  randomly  assign  vaccination  to  half  the  subjects  (ie 
children)  in  the  larger  geographical  area  and  then  subsequently  investigate  the  spread  of 
infection/disease  within the clusters  (ie schools)  noting the proportion of  individuals in  the 
cluster that were vaccinated  (Longini, et al, 1998). However, one would need to ensure some 
stability to the population of these subsets over the duration of the prophylactic trial. Glezen et  
al (2010) investigated  the direct  and indirect  effects  of  vaccination against  influenza.  They 
noted that the direct effect was impacted by the percentage vaccinated. The indirect effect was 
based on patients presenting to clinics with no history of current influenza vaccination; 51.1% 
were culture positive at the intervention clinics, compared with 55.7% at the comparison clinics 
(IR=0.92;  difference  not  significant).  The  overall  efficacy  was  1-IR=1-0.89=0.11  or  11%. 
Longini et al (2002) describe how to assess vaccine efficacy when communities (or schools) are 
assigned to receive different levels of vaccination; the method allows researchers to estimate 
the effectiveness of vaccination at levels that differ from those used in the trial. 

Detailed consideration of power is discussed by Riggs and Koopman (2005) but is beyond the 
scope of this text. Kong et al (2006) describes the design of vaccine non-inferiority trials.

11.11.2 Estimation of vaccine effects on post-infection outcomes

Hudgens and Halloran  (2006) note that “The effects of vaccine on post-infection outcomes, 
such  as  disease,  death,  and  secondary  transmission  to  others,  are  important  scientific  and 
public-health  aspects  of  prophylactic  vaccination.”  Thus,  it  might  seem  straightforward  to 
estimate the efficacy against severe infection or against transmission but as they point out, it 
isn’t. Evaluation of post-infection vaccine effects must condition on being infected. Because the 
set of individuals who would become infected if vaccinated is likely not identical to those who 
would become infected if given the control, comparisons that condition on infection do not 
have  a  causal  interpretation.  Thus  these  authors  propose  selection  models  that  identify  the 
causal  estimand and closed-form maximum likelihood estimators (MLEs) are derived under 
these models. 

11.12 REPORTING OF CLINICAL TRIALS

Poor quality of reporting of trials remains a problem  (Berwanger et al,  2009), although the 
standard of reporting has improved following the release of the CONSORT statement (Kane et  
al, 2007). Recently, the CONSORT statements were modified (Moher et al, 2010; Schulz et al, 
2010). These reporting standards should serve as guidelines to help ensure that critical issues in 
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study design, implementation and eventual reporting are addressed during the planning of the 
study.  

Table 11.1 CONSORT 2010 check list to include when reporting a randomised trial*
Section/Topic Item No Checklist item

Introduction 1a Identification as a randomised trial in the title
1b Structured summary of trial design, methods, results, and conclusions 

Background and 
objectives

2a Scientific background and explanation of rationale
2b Specific objectives or hypotheses

Trial design 3a Description of trial design (such as parallel, factorial) including 
allocation ratio

3b Important changes to methods after trial commencement (such 
as eligibility criteria), with reasons

Participants 4a Eligibility criteria for participants
4b Settings and locations where the data were collected

Interventions 5 The interventions for each group with sufficient details to allow 
replication, including how and when they were actually administered

Outcomes 6a Completely defined pre-specified primary and secondary outcome 
measures, including how and when they were assessed

6b Changes to trial outcomes after trial commenced, with reasons
Sample size 7a How sample size was determined

7b When applicable, explanation of any interim analyses and stopping 
guidelines

Randomisation:
Sequence 
generation

8a Method used to generate the random allocation sequence
8b Type of randomisation; details of any restriction (such as blocking 

and block size)
Allocation 
mechanism

9 Mechanism used to implement the random allocation sequence 
(such as sequentially numbered containers), describing any steps 
taken to conceal the sequence until interventions were assigned

Implementation 10 Who generated the random allocation sequence, who enrolled 
participants, and who assigned participants to interventions

Blinding 11a If done, who was blinded after assignment to interventions and how
(for example, participants, care providers, those assessing outcomes) 

11b If relevant, description of the similarity of interventions
Statistical methods 12a Statistical methods used to compare groups for primary 

and secondary outcomes
12b Methods for additional analyses, such as subgroup analyses and 

adjusted analyses
Participant flow (a 
diagram is strongly 
recommended)

13a For each group, the numbers of participants who were randomly 
assigned, received intended treatment, and were analysed for primary 
outcome

13b For each group, losses and exclusions after randomisation, together 
with reasons

Recruitment 14a Dates defining the periods of recruitment and follow-up
14b Why the trial ended or was stopped

Baseline data 15 A table showing baseline demographic and clinical characteristics 
for each group
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Section/Topic Item No Checklist item
Numbers analysed 16 For each group, number of participants (denominator) included in 

each analysis and whether it was by originally assigned groups
Outcomes and 
estimation

17a For each primary and secondary outcome, results for each group and 
the estimated effect size and its precision (such as 95% confidence 
interval)

17b For binary outcomes, presentation of both absolute and relative 
effect sizes is recommended

Ancillary analyses 18 Results of any other analyses performed, including subgroup 
analyses and adjusted analyses, distinguishing pre-specified 
from exploratory

Harms 19 All important harms or unintended effects in each group 

Limitations 20 Trial limitations, addressing sources of potential bias, imprecision, 
and, if relevant, multiplicity of analyses

Generalisability 21 Generalisability (external validity, applicability) of the trial findings
Interpretation 22 Interpretation consistent with results, balancing benefits and harms, 

and considering other relevant evidence
Other information
Registration 23 Registration number and name of trial registry
Protocol 24 Where the full trial protocol can be accessed, if available
Funding 25 Sources of funding and other support (such as supply of drugs), 

role of funders

*We strongly  recommend  reading  this  statement  in  conjunction  with  the  CONSORT 2010 
Explanation and Elaboration for important clarifications on all the items. If relevant, we also 
recommend reading CONSORT extensions for cluster randomised trials, non-inferiority and 
equivalence trials, non-pharmacological treatments, herbal interventions, and pragmatic trials. 
Additional extensions are forthcoming: for those and for up-to-date references relevant to this 
check list, see www.consort-statement.org . 
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